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The evaluation of developmental interventions has been hampered by a lack of prac-
tical, reliable, and objective developmental assessment systems. This article de-
scribes the construction of a domain-general computerized developmental assess-
ment system for texts: the Lexical Abstraction Assessment System (LAAS). The
LAAS provides assessments of the order of hierarchical complexity of oral and writ-
ten texts, employing scoring rules developed with predictive discriminant analysis.
The LAAS is made possible by a feature of conceptual structure we call hierarchical
order of abstraction, which produces systematic quantifiable changes in lexical com-
position with development. The LAAS produces scores that agree with human rat-
ings of hierarchical complexity more than 80% of the time within one-third of a com-
plexity order across 6 complexity orders (18 levels), spanning the portion of the
lifespan from about 4 years of age through adulthood. This corresponds to a Kend-
all’s tau of .93.

This article describes the development of the Lexical Abstraction Assessment Sys-
tem (LAAS). The LAAS provides assessments of the developmental level of oral
and written texts, employing scoring rules developed with predictive discriminant
analysis. As we will demonstrate, it produces scores that agree with human ratings
more than 80% of the time, within one-third of a level across six levels, spanning
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the portion of the lifespan from about 4 years of age through adulthood. The LAAS
is made possible by a feature of conceptual structure we call hierarchical order of
abstraction, which produces systematic quantifiable changes in lexical composi-
tion with development.

The evaluation of developmental interventions has been hampered by the lack of
practical, reliable, and objective developmental assessment systems. Most cogni-
tive-developmental evaluation methods are expensive and time-consuming to im-
plement. Moreover, they are task- and domain-specific, which means that the range
of behaviors that can be evaluated developmentally is restricted. These limitations
make developmental assessments impractical for most real-world applications.

To address these problems, we first investigated the possibility of domain-gen-
eral developmental assessment.

THE HIERARCHICAL COMPLEXITY SCORING SYSTEM

Several attempts have been made to develop a generalized developmental assess-
ment system for human raters. Indeed, Piaget (XXXX) defined each of his devel-
opmental stages in generalized terms. Conservation, for example, is a general fea-
ture of concrete operations and can be observed on a wide range of tasks. Case
(Case, Griffin, McKeough, & Okamoto, 1992) and Fischer (Fischer & Bidell,
1998) and their colleagues have employed generalized definitions extensively to
scale performances across domains, but neither has disseminated a generalized
scoring system. Based primarily on Commons’ General Stage Scoring System
(Commons et al., 1995) and Fischer’s (1980) skill theory, the Hierarchical Com-
plexity Scoring System (Dawson, 2003), employed here, lays out explicit general
criteria for determining the developmental level of performances in any domain of
knowledge.

Commons, Trudeau, Stein, Richards, and Krause’s (1998) General Stage
Model (sometimes referred to as the Model of Hierarchical Complexity), on which
Commons based his General Stage Scoring System (Commons et al., 1995), is a
model of the hierarchical complexity of tasks. The model specifies 15 stages (sub-
sequently referred to as complexity orders). The sequence is 0, computory; 1, sen-
sory and motor; 2, circular sensory-motor; 3, sensory-motor; 4, nominal; 5,
sentential; 6, preoperational; 7, primary; 8, concrete; 9, abstract; 10, formal; 11,
systematic; 12, metasystematic; 13, paradigmatic; and 14, cross-paradigmatic.
Complexity orders 0 to 12 correspond definitionally to Fischer’s (1980) skill levels
(Table 1), which include single reflexive actions, reflexive mappings, reflexive
systems, single sensorimotor actions, sensorimotor mappings, sensorimotor sys-
tems, single representations, representational mappings, representational systems,
single abstractions, abstract mappings, abstract systems, and single principles/axi-
oms. Orders of hierarchical complexity also correspond definitionally to the stages
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and substages more recently described by Noelting and Rousseau (in press).
Sonnert and Commons’ (1994) paradigmatic and cross-paradigmatic stages (13
and 14) are largely hypothetical. Because Fischer’s skill level labels are not only
familiar to more readers, but also more descriptive of the structures observed in
text performances than Commons’ (XXXX) stage labels, we employ them here as
names for complexity orders 0 to 12.1

Not only are there definitional correspondences among analogous levels de-
scribed by Commons, Fischer, and Noelting, (XXXX) there is empirical evidence
of correspondences between the levels determined with the Hierarchical Complex-
ity Scoring System and those determined with at least four content-based systems,
including Kitchener and King’s (1990) stages of reflective judgment (Dawson,
2003; Kitchener, Lynch, Fischer, & Wood, 1993), Armon’s Good Life stages
(Dawson, 2002), Perry’s epistemological positions (Dawson, in press-a), and
Kohlberg’s moral stages (Dawson, in press-b).
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1Dr. Fischer (personal communication, September 23, 2002) has agreed to the use of these labels.
Skill levels are more descriptive of psychological processes than complexity orders, in that skill theory
posits a special relationship between skill levels as observed in behavior and the development of the
brain. Hierarchical Complexity Theory, as it is presented here, is focused on behavior and its measure-
ment, which is why we call the levels complexity orders rather than skill levels, even though we are us-
ing the same labels. We consider the development of a good developmental ruler to be essential to prog-
ress in developmental psychology, including our ability to address the question of the relationship
between behavior and changes in brain activity or structure. In a sense, Hierarchical Complexity The-
ory has been developed to serve skill theory and other cognitive-developmental theories.

TABLE 1
Correspondences Between Commons’s (Commons, et al., 1995) Stages

and Fischer’s (1980) Skill Levels

Number Commons Fischer

0 Computory Single reflexive actions
1 Sensory & motor Reflexive mappings
2 Circular sensory-motor Reflexive systems
3 Sensory-motor Single sensorimotor schemes
4 Nominal Sensorimotor mappings
5 Sentential Sensorimotor systems
6 Preoperational Single representations
7 Primary Representational mappings
8 Concrete Representational systems
9 Abstract Single abstractions

10 Formal Abstract mappings
11 Systematic Abstract systems
12 Metasystematic Single principles/axioms



When assessing the hierarchical complexity of a text with Dawson’s (2003) Hi-
erarchical Complexity Scoring System, the rater attends to two manifestations of
hierarchical complexity. The first is its conceptual structure, embodied in the hier-
archical order of abstraction2 of the new concepts employed in its arguments, and
the second is the most complex logical structure of its arguments. Note that con-
ceptual and logical structures are definitionally identical and fundamentally inter-
dependent. We make a distinction between the two types of structure for heuristic
and pragmatic reasons. When scoring texts, hierarchical order of abstraction refers
primarily to the structure of the elements of arguments, which often must be in-
ferred from their meaning in context, whereas logical structure refers to the ex-
plicit way in which these elements are coordinated in a given text.

Each complexity order is associated with a primary hierarchical order of ab-
straction (reflexive actions, sensorimotor schemes, representations, abstractions,
or principles) and a secondary hierarchical order of abstraction (i.e., first-order
representations, second-order representations, third-order representations). Each
complexity order is also associated with one of three logical forms (elements,
mappings or relations, and systems). The hierarchical order of abstraction and log-
ical structure of each complexity order are described in Appendix A, which in-
cludes only the eight complexity orders identified in the data employed in the anal-
yses that follow. The examples provided in these descriptions are drawn primarily
from Dawson and Gabrielian’s (2003) analysis of the conceptions of authority and
contract associated with complexity orders in a large sample of moral judgment in-
terviews scored with the Hierarchical Complexity Scoring System. Appendix B
describes the scoring process.

Reliability and Validity of the Scoring System

We have undertaken several studies of the reliability and validity of the Hierarchical
Complexity Scoring System. First, Dawson and her colleagues (Dawson, Com-
mons, & Wilson, 2003) employed Rasch scaling to investigate patterns of perfor-
mance in a cross-sectional life-span sample of 602 moral judgment performances
scored with the Hierarchical Complexity Scoring System. They found six complex-
ity orders—representational mappings, representational systems, single abstrac-
tions, abstract mappings, abstract systems, and single principles/axioms—repre-
sented in performance between the ages of 5 and 86 years. The reliability of the scale
was assessed through statistical modeling and by examining interrater agreement
rates. A Rasch analysis, which provides a reliability estimate that is equivalent to
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2The word abstraction as used in the term hierarchical order of abstraction refers to the way in
which conceptions increase in generality over the course of development. The concepts that occur for
the first time at the single abstractions complexity order are abstract in a more particular sense; the new
conceptions of this complexity order are defined in terms of qualities that are increasingly detached
from the concrete.



Cronbach’salphacoefficient, provideda reliabilityof .97. Interrater agreement rates
ranged from 80% to 97% within half of a complexity order.

In the data collected for this study, the ages at which the first four complexity
orders—representational mappings to abstract mappings—first predominated
were 5, 7, 9, and 14 years, respectively. The highest complexity orders—abstract
systems and single principles—did not become the plurality until 22 years of age
with 3 years of college, and 26 years of age with 3 years of post-graduate work.
These age ranges are very similar to those reported by Fischer and Bidell (1998)
for the acquisition of skill levels. The authors also showed that the relationship be-
tween age and developmental level becomes weaker and less deterministic as age
increases, and that, from adolescence through adulthood, educational attainment is
a better predictor of developmental level than age.

In the same article, Dawson and her colleagues (Dawson, Commons, & Wilson,
2003) reported that the sequence of acquisition of the complexity orders appears to
be invariant and wave-like, with evidence of spurts and plateaus at every transition
measured, including the transitions to the two highest complexity orders, which
were identified almost exclusively in adulthood. They also demonstrated that pat-
terns of performance in their sample are highly consistent from complexity order
to complexity order. They argued that these systematic patterns provide evidence
of construct validity in that they are consistent with the postulates of cognitive de-
velopmental theory—in particular, the dynamic systems account of development
described by Fischer and Bidell (1998).

As previously mentioned, we have conducted numerous comparisons of the Hi-
erarchical Complexity Scoring System with other developmental scoring systems
(Dawson, 2002; Dawson, Xie, & Wilson, 2003). These studies provide additional
evidence of construct validity, in that they show that the Hierarchical Complexity
Scoring System and four other developmental assessment systems—Kohlberg and
his colleague’s (Colby & Kohlberg, 1987b) Standard Issue Scoring System,
Armon’s (1984) Good Life Scoring System, Kitchener and King’s (1990) Reflec-
tive Judgment Scoring System, and a scoring system based on Perry’s (1970)
epistemological development sequence (Dawson, in press-a)—predominantly as-
sess the same dimension of performance. However, the Hierarchical Complexity
Scoring System displays greater internal consistency and provides results that are
more consonant with the postulates of cognitive developmental theory than these
domain-based scoring systems. Overall, these studies provide evidence that the
Hierarchical Complexity Scoring System is a valid and reliable measure of intel-
lectual development from early childhood through adulthood.

Hierarchical Order of Abstraction

Given the evidence from this series of studies, we conclude that the Hierarchical
Complexity Scoring System is a reasonably reliable and valid measure of cognitive
development. Fortunately, it also provides us with a basis for the development of
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computerized scoring rules: the construct hierarchical order of abstraction. As al-
ready mentioned, it is possible to score the hierarchical complexity of text perfor-
mances because hierarchical complexity is reflected in two aspects of performance
that can be abstracted from particular conceptual content. These are (a) hierarchi-
cal order of abstraction and (b) the logical organization of arguments. Hierarchical
order of abstraction is observable in texts because new concepts are formed at each
complexity order as the operations of the previous complexity order are summa-
rized into single constructs. Halford (1999) suggested that this summarizing or
“chunking” makes advanced forms of thought possible by reducing the number of
elements that must be simultaneously coordinated, freeing up processing space
and making it possible to produce an argument or conceptualization at a higher
complexity order. Interestingly, at the single sensorimotor actions, single represen-
tations, single abstractions, and single principles complexity orders, the new con-
cepts not only coordinate or modify constructions from the previous complexity
order, but also are qualitatively distinct conceptual forms—sensorimotor actions,
representations, abstractions, and principles, respectively (Fischer, 1980). The ap-
pearance of each of these conceptual forms ushers in three repeating logical
forms—single elements, mappings or relations, and systems (Fischer, 1980). Be-
cause these three logical forms are repeated several times throughout the course of
development, it is only by pairing a logical form with a hierarchical order of ab-
straction that a rater can make an accurate assessment of the complexity order of a
performance. Other researchers have observed and described similar conceptual
forms and repeating logical structures (Case, Okamoto, Henderson, & McKeough,
1993; Fischer & Bidell, 1998; Piaget & Garcia, 1989).

Because the three logical forms repeat themselves several times over the
course of development, the logical form of arguments does not provide adequate
evidence for hierarchical complexity scoring. The logical form of a text is pri-
marily evident in syntax. This means that syntax itself is unlikely to provide a
sufficient basis for computerized scoring. For this reason, combined with the dif-
ficulties associated with parsing texts, we abandoned the notion of constructing
computerized scoring criteria on the basis of syntactic change. However, unique
manifestations of hierarchical order of abstraction are evident at every complex-
ity order in the form of new conceptual understandings. Many of these new
meanings are embodied in lexical items. For example, the abstract mappings
conception of honor is constructed from single abstractions conceptions of repu-
tation, honesty, and fairness. The word honor rarely appears in texts before the
abstract mappings order, and the words reputation, honesty, and fairness rarely
appear in texts before the single abstractions order. On the basis of observations
like these, we hypothesized that each complexity order might be associated with
a lexicon, and that lexical items from each lexicon might be systematically dis-
tributed in text performances in ways that would permit the development of
computerized scoring rules.
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Another way in which hierarchical order of abstraction should be evident in
texts is in the mean word length of vocabulary. Because many morphemes (though
not all) stand for more abstract meanings than root words, and most words contain-
ing multiple morphemes are more hierarchically complex by definition (they link
two concepts to construct a new meaning), an increase in mean word length should
reflect increasing hierarchical order of abstraction. For example, the suffix -ness
raises the hierarchical order of abstraction of a number of concepts such as fair,
kind, playful, and neat, and the terms self-understanding and social contract are
constructed on the basis of earlier concepts of self, understanding, society, and
contract.

In the following sections we describe our sample, scoring procedures, and the
development of a lexical index for each complexity order. This process involved
several steps: gathering a large set of appropriate texts, scoring the texts for hierar-
chical complexity, extracting the vocabulary for each case, sorting the cases by
complexity order, combining the vocabulary of texts scored at the same complex-
ity order, and constructing lists (lexical indexes) of the unique vocabulary associ-
ated with each complexity order. These steps are described in more detail later. We
then show how the lexical indexes and mean word length were employed to cali-
brate the LAAS.

METHOD

Sample

All of the 1,014 texts used in this project were selected from a larger corpus of texts
collected by several researchers between 1955 and the present. There were two
main criteria for selection. First, the texts had to be legible enough to submit to
analysis. Many of the texts in the larger corpus were scanned from old typewritten
manuscripts. Some of the original manuscripts were of poor quality, preventing the
efficient use of character recognition software. These were rejected. Second, se-
lected texts had to meet length criteria. These were that the vocabulary employed
in each text must exceed 100 words at or below the representational mappings or-
der; 150 words at the single abstractions order; 200 words at the abstract mappings
order; 250 words at the abstract systems order; and 350 words at the single princi-
ples order. These length criteria were established on the basis of preliminary exam-
inations of the data, which suggested that vocabulary samples shorter than these
were inadequate for lexical analysis.

A few of the interviews in the sample were of the same individual, interviewed
on more than one occasion. The decision to include these longitudinal cases was
based on the need to adequately represent certain age groups and is justified by the
long intervals (2 to 4 years) between interviews (Willett, 1989).
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In putting together our database, we took care to find an adequate number of
cases in each of the represented age groups. Consequently, some texts in the larger
corpus were selected because they helped fill in age cells, and some were not se-
lected simply because they represented age groups for which we already had ade-
quate data. In every sense, this is a convenience sample. The subsample sizes and
sources are shown in Table 2.
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TABLE 2
Subsample Sizes and Sources

Sample size Source Description

116 Armon & Dawson, 1997 A study of moral reasoning and reasoning
about the good

119 Dawson, 2001 A study of moral reasoning and reasoning
about education

26 Commons, Danaher, Miller, &
Dawson, 2000

A study of moral reasoning and reasoning
about education among Harvard
professors and students

120 Colby, Kohlberg, Gibbs, &
Lieberman, 1983

A study of the moral reasoning of boys

24 Ullian, 1977 A study of the moral reasoning of
elementary school students

163 Walker, 1989 A longitudinal study of the moral
reasoning of children and their parents

32 Drexler, 1998 A study of the moral reasoning of children
45 Berkowitz, Guerra, & Nucci, 1991 A study of the moral reasoning of

adolescents
42 Walker, Gustafson, & Hennig, 2001 A study of the moral reasoning of children
71 Miller, Olds, & Pavelich, 2001;

Pavelich, Miller, & Olds, 2002
A study of reflective judgment

66 Mensing, 2002 A study of moral and conventional
judgments of adolescents and their
parents

60 Bates et al., 1988; Carlson-Luden,
1979

A study of early language development

11 Bloom, 1970; Bloom & Lightblown,
1974; Bloom, Lightblown, &
Hood, 1975

Studies of early language development

38 Hall, Nagy, & Linn, 1984; Hall,
Nagy, & Nottenburg, 1981; Hall &
Tirre, 1979

A study of socioeconomic influences on
language development

12 Demetras, 1989a; 1989b Studies of parent-child interaction
37 Henry, 1995; Wilson & Henry, 1998 A study of early language development
7 MacWhinney, 2000 A study of early language development
3 Snow (in MacWhinney, 2000) A study of early language development

23 Brown, 1973 A study of early language development
5 Higginson, 1985 A study of early language development

Note. Data from the last nine studies were obtained from the CHILDES database (MacWhinney,
2000).



The populations sampled by these various studies were diverse, representing a
wide range of socioeconomic and ethnic groups. It is not possible to report a con-
sistent account of these, however, because discrepant reporting methods were em-
ployed in the various studies. All of the texts were scored with the Hierarchical
Complexity Scoring System. Each of the texts was randomly assigned to either a
training condition or a test condition (half to each). The texts assigned to the train-
ing condition were employed to develop scoring criteria, whereas the texts as-
signed to the test condition were employed to evaluate these scoring criteria. Ta-
bles 3 and 4 show the breakdown of test and training cases by source and age.
Some age and education data are missing. A detailed breakdown of age distribu-
tions by subsample is shown in Table 5.

Hierarchical Complexity Scoring

Hierarchical Complexity Scoring involves identifying both the highest hierarchi-
cal order of abstraction and the most complex logical form in text performances. A
text is considered to be at a given complexity order if its elements embody the hier-
archical order of abstraction of that complexity order, and its logical structure
meets the formal requirements of that complexity order. Once the unit for analysis
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TABLE 3
Distribution of Cases Across Construction and Test Conditions by Study

Study Training Test Case Total

Armon (1984) 58 58 116
Dawson (XXXX) 60 59 119
Commons (XXXX) 13 13 26
Kohlberg (XXXX) 60 60 120
Ullian (1997) 12 12 24
Walker (1989) 81 82 163
Drexler (1998) 16 16 32
Berkowitz, Guerra, & Nucci (1991) 23 22 45
Walker et al. (2001) 21 21 42
Pavelich, Miller, and Olds (2002) 49 49 98
Mensing (2002) 35 35 70
Bates et al. (1988) 11 12 23
Bloom (1970) 6 5 11
Hall (XXXX) 19 19 38
Demetras (XXXX) 6 6 12
Henry (1995) 18 19 37
MacWhinney (2000) 4 3 7
Snow (in MacWhinney, 2000) 1 2 3
Brown (1973) 12 11 23
Higginson (1985) 2 3 5
Total 507 507 1014



has been determined, the hierarchical complexity rater first identifies the most hi-
erarchically abstract elements in a text, and then examines the way in which these
elements are employed in arguments. For example, if the highest hierarchical order
of abstraction represented in the text is representations, and these are employed in
arguments or propositions that take the form of mappings, the text is considered to
be at the representational mappings order. Secondary orders of abstraction (i.e.,
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TABLE 4
Distribution of Cases Across Construction and Test Conditions by Age

Age Training Test Case Total

2 22 22 44
3 24 28 52
4 29 27 56
5 12 12 24
6 20 18 38
7 15 15 30
8 13 17 30
9 13 8 21

10 22 22 44
11 10 16 26
12 11 12 23
13 14 8 22
14 11 13 24
15 14 11 25
16 9 11 20
17 16 11 27
18 22 14 36
19 10 9 19
20 12 12 24
21–22 21 23 44
23–24 5 8 13
25–26 18 13 31
27–28 6 9 15
29–30 9 7 16
31–32 11 12 23
33–34 14 16 30
35–36 17 19 36
37–38 13 11 24
39–40 11 16 27
41–45 26 25 51
46–50 16 11 27
51–55 9 11 20
56–60 4 8 12
61–65 5 4 9
66–86 6 8 14
Total 490 487 977



first-order representations, second-order representations, and third-order repre-
sentations) are rarely employed in human scoring, because it is enough to know the
primary order of abstraction when logical structure is also evaluated. Later in this
article, when we discuss the development of computerized scoring, the secondary
orders of abstraction are of central importance. Appendix B provides examples of
hierarchical complexity scoring.

Interrater agreement was high. We found correlations of .95 to .98 among the
scores of four independent raters on a subset of 112 randomly selected texts. In this
group of raters, agreement rates ranged from 80% to 97% within half a complexity
order and from 98% to 100% within a full complexity order. These rates of
interrater agreement equal or exceed interrater agreements commonly reported for
developmental assessments (Armon, 1984; Colby & Kohlberg, 1987a; Kitchener
& King, 1990).

In scoring the texts employed in this study, data from the various subsamples
were treated somewhat differently. Our first problem was to determine what we
would regard as a scorable segment of text. Because the various data sources pro-
vided different types of texts, it was not possible to establish a single criterion for
segmenting all of the data. For example, we were unable to establish a consistent
method for dividing up the texts from spontaneous speech studies, because the
texts were generally short and there were often no shifts of topic or theme to sug-
gest natural divisions. We therefore decided (somewhat reluctantly) to score the
texts holistically, assigning each text to a single complexity order and transi-
tion—early transitional (some evidence of reasoning at the complexity order fol-
lowing the dominant complexity order), late transitional (reasoning predominantly
at the dominant complexity order), and consolidated (reasoning almost exclusively
at the dominant complexity order).

In contrast, moral judgment interviews were subdivided into protocols, the pre-
ferred method specified in the Hierarchical Complexity Scoring Manual (Dawson,
2003). Each protocol included the complete response to a standard probe question
and associated follow-up questions. Each probe question was scored individually,
and mean scores were calculated from the protocol scores awarded to each perfor-
mance.

Evaluative-reasoning-about-good-education texts were also divided into proto-
cols, but it was necessary to employ different criteria than in the case of the moral
judgment interviews. Because the good-education interviews were open-ended,
there were no standard probes. Consequently, the good-education interviews were
divided into protocols representing the individual judgments about education
made by each respondent in response to nonstandard probes. Each protocol in-
cluded the complete justificatory argument for a given judgment. For example, if a
respondent stated that good education “is one in which the teacher engages stu-
dents,” the protocol would include this statement along with the argument used to
support it. Protocols were scored individually, and a mean score was calculated for
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TABLE 5
Age Distribution by Subsample

Study

Age

Armon

(1984)
Dawson

(XXXX)
Commons

(XXXX)
Kohlberg

(XXXX)
Ullian

(1999)
Walker

(1989)
Drexler

(1998)

Berkowitz,

Guerra,

Nucci

(1991)
Walker et al.

(2001)

Pavelich,

Miller, &

Olds (2002)

2

3

4

5 18

6 23 5 2 7

7 8 9 13

8 2 11 9 2 6

9 2 2 9 6 2

10 3 9 10 5 17

11 2 2 2 20

12 2 3 15 3

13 2 2 2 5 2

14 2 15 4

15 4 2 7 6

16 1 3 4 5 2

17 4 1 15 5 2

18 1 10 6 7 2 10

19 3 6 3 2 5

20 2 3 2 17

21–22 1 1 15 22 5

23–24 5 3 3 2

25–26 2 11 15 3

27–28 3 1 8 1 2

29–30 1 1 8 2 4

31–32 9 1 6 2 2 3

33–34 5 8 6 5 6

35–36 10 1 7 11 5 2

37–38 5 2 11 3 3

39–40 5 1 18 1 2

41–45 16 3 3 22 4 3

46–50 4 1 3 11 2 6

51–55 3 2 5 6 2 2

56–60 3 1 5 3

61–65 5 1 3

66–86 12 1 1

Total 116 113 26 120 24 163 32 45 42 71
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TABLE 5
Age Distribution by Subsample (Continued)

Study

Mensing

(2002)
Bates et al.

(1998)
Bloom

(1970)
Hall

(XXXX)
Demetras

(XXXX)
Henry

(1995)
MacWhinney

(2000)
Snow

(2000)

Brown

(1973)
Higginson

(1985) Total

16 8 4 5 4 5 2 44

4 3 5 6 15 3 2 11 3 52

3 25 1 18 2 1 6 56

4 1 1 24

1 38

30

30

21

44

26

23

9 22

3 24

6 25

5 20

27

36

19

24

44

13

31

15

16

23

30 30

36

24

27

51

27

20

12

9

14

66 23 11 38 12 37 7 3 23 5 977



each case. Finally, reflective judgment and moral/conventional interviews, which
are composed of a number of subinterviews, were divided into protocols by
subinterview. Each protocol was individually scored, and a mean score was calcu-
lated for each case.

The rationale for dividing interviews into several protocols includes two com-
ponents. The first concerns reliability; we can be more confident of the score we
award to a performance when we score several protocols than when we award a
holistic score. However, this is true only if we are fairly certain that each proto-
col is a good representation of the individual’s reasoning. Consequently, we ei-
ther look for “complete arguments” or divide a text into large enough segments
to be fairly certain that we will capture a representative sample of reasoning in
each segment.

Mean complexity order scores (for the cases in which these were calculated)
ranged from 0 to 12. Complexity order means were then divided into one of
three levels per complexity order: early transitional, late transitional, and consol-
idated. The use of three levels was justified by the consistent finding that we can
have confidence in hierarchical complexity scores within about one third of a
complexity order (Dawson & Gabrielian, 2003; Dawson, Xie, & Wilson, 2003).
Dividing complexity order scores into three levels was not as simple as deter-
mining that three levels are meaningful, however, because no nonarbitrary classi-
fication scheme suggested itself. Deciding to err cautiously, we began by consid-
ering scores of 0.0, 1.0, 2.0, 3.0, 4.0, and so on, to be the most consolidated
cases because over 99% of the cases with these mean scores were consolidated
at a single complexity order. (All of their scores were at the same complexity
order.)

We then divided each complexity order into three (almost) equal segments.
We began by considering a performance consolidated at a complexity order if it
had no more than 16% of its performances at a higher or lower complexity order
than the modal complexity order (16% + 16% = 32% of a complexity order).
This means we assumed that a performance was consolidated at a given com-
plexity order even though one or two of its protocols were assigned to a higher
or lower complexity order. Performances with more than 16% and less than 85%
of their performances at their higher complexity order were coded into two tran-
sitional levels as follows: We considered a performance to be in the late transi-
tion to a new complexity order if more than 50% and less than 85% of its re-
sponses were at its highest complexity order, and in the early transition to a new
complexity order if more than 16% and less than 50% of its protocols were at its
higher complexity order.

As previously noted, in developing these criteria we chose to err on the side of
caution. This consideration is reflected in the fact that we assigned a case to the
consolidated category if up to 16% of its protocols were assigned to a higher or
lower complexity order than its modal complexity order. The assignment to a con-
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solidated category actually involves a more stringent criterion than assignment to a
transition category, because very few performances spanned more than two com-
plexity orders. This means that, in the vast majority of cases, a consolidated perfor-
mance, as defined here, is one in which more than 84% of its protocols are scored
at the same complexity order. We adopted this cautious approach because, for re-
search purposes that are only tangentially related to this article, we are particularly
interested in differentiating between consolidated and transitional cases. In the re-
mainder of this article, the various transitional categories and consolidated catego-
ries are referred to as levels.

In the interview data, eight complexity orders were identified: sensorimotor
systems, single representations, representational mappings, representational sys-
tems, single abstractions, abstract mappings, abstract systems, and single princi-
ples/axioms. Each complexity order is represented by three transitional phases: an
early transitional phase, a middle transitional phase, and a consolidated phase. In
total, there are 22 levels, as shown in Table 6. Table 7 shows the distribution of data
types by level.
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TABLE 6
Abbreviations for the Names of Levels

Abbreviation Level

SS3 Consolidated sensorimotor systems
SR1 1st transition to single representations
SR2 2nd transition to single representations
SR3 Consolidated single representations
RM1 1st transition to representational mappings
RM2 2nd transition to representational mappings
RM3 Consolidated representational mappings
RS1 1st transition to representational systems
RS2 2nd transition to representational systems
RS3 Consolidated representational systems
SA1 1st transition to single abstractions
SA2 2nd transition to single abstractions
SA3 Consolidated single abstractions
AM1 1st transition to abstract mappings
AM2 2nd transition to abstract mappings
AM3 Consolidated abstract mappings
AS1 1st transition to abstract systems
AS2 2nd transition to abstract systems
AS3 Consolidated abstract systems
SP1 1st transition to single principles
SP2 2nd transition to single principles
SP3 Consolidated single principles



Abstraction Indexes

Because individual lexical items (individual words as well as hyphenated items,
like social contract and self-understanding) stand for concepts that embody a hier-
archical order of abstraction, it is possible to classify many lexical items according
to the hierarchical complexity of the underlying concepts they represent. This
makes it possible to classify individual lexical items according to their hierarchical
order of abstraction. Because each complexity order is associated with a secondary
order of abstraction, it is possible to classify lexical items into one list per com-
plexity order. We hypothesized that a set of lists of this kind, which we called ab-
straction indexes, could be employed to assess the hierarchical complexity of texts,
because patterns in the distribution of lexical items would differ from order to or-
der. To test this hypothesis, we employed the training texts and an electronic ver-
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TABLE 7
Distribution of Data Type by Level

Abbreviation
Moral

Judgment
Good

Education

Moral
Judgment
and Good
Education

Reflective
Judgment Spontaneous Convention Total

SS3 9 9
SR1 14 14
SR2 21 21
SR3 29 29
RM1 35 35
RM2 1 40 41
RM3 1 24 8 33
RS1 4 7 1 12
RS2 10 9 1 20
RS3 22 9 1 32
SA1 30 2 3 35
SA2 35 3 1 39
SA3 42 8 10 60
AM1 19 2 9 30
AM2 33 3 10 46
AM3 98 2 27 31 158
AS1 39 3 16 6 64
AS2 60 3 1 14 3 81
AS3 109 6 16 131
SP1 22 4 4 30
SP2 15 15 8 38
SP3 26 17 13 56
Total 565 68 54 98 159 70 1014

Note. SS = sensorimotor systems; SR = single representations; RM = representational mappings;
RS = representational systems; SA = single abstractions; AM = abstract mappings; AS = abstract sys-
tems; SP = single principles.



sion of Webster’s New Universal Unabridged Dictionary (1983) to construct an
abstraction index for each complexity order represented in our data.

Before beginning the construction of the abstraction indexes, we prepared both
training case (the cases used to develop a scoring rule) and test case (the cases used
to test the rule) data as follows: First, with text editing software specifically de-
signed for this purpose, we removed all text that was not the actual speech of the in-
tended participant from all of the files. We then created individual files containing
the total vocabulary employed by each respondent, and sorted these by complexity
order, based on the previously conducted hierarchical complexity scoring.

From the vocabulary files of the training cases only, we then created eight files
composed of the total vocabulary found at each complexity order. The consoli-
dated phase and the two preceding transitional phases were considered to comprise
the complexity order. From these files we removed all concrete nouns (those refer-
ring to particular persons, places, or things or categories of persons places or
things), colloquialisms, and nonwords. Concrete nouns were excluded, because
the order of their acquisition is clearly linked to context. For example, the name
aardvark may be a relatively late acquisition in the United States, but may occur
much earlier in a country where aardvarks are commonly observed. We then em-
ployed our text analysis software to remove all of the words in the sensorimotor
systems list from all of the lists representing the seven higher complexity orders.
Next, we removed all of the words left in the single representations list from all of
the lists representing the six higher complexity orders. Following this, we removed
all of the words left in the representational mappings list from all of the lists repre-
senting the five higher complexity orders. We continued this process through the
single principles order. At this point we had eight unique lists, derived empirically
from the training texts we originally scored for hierarchical complexity. The lexi-
cal items in each of these lists were included simply because they occurred for the
first time at the complexity order represented by the list.

Refining the Abstraction Indexes

We then analyzed these lists to determine whether the lexical items in the lists
made sense from a hierarchical order of abstraction perspective. This was essen-
tial because of the small size of our sample, relative to the size of the lexicon.
We would need a much larger sample if we wished to be certain that the earliest
empirical location of a particular lexical item represented its hierarchical order
of abstraction.

Beginning with the single principles list, we began the process of scoring the
lexical items. First, a group of four researchers examined each lexical item in the
single principles list. We asked whether any concepts commonly expressed with
the item, or relationships described with the item, could be articulated at a lower
secondary hierarchical order of abstraction than that associated with the com-
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plexity order at which they were found. For example, the item social system oc-
curred for the first time at the single principles order. Given that this concept can
be employed to describe a single system, and single systems are third-order ab-
stractions, we concluded that social system could occur before the single-princi-
ples order. Similarly, the item interrelated occurred for the first time at the single
principles order. Although this word can be employed to point to a relationship
between systems that reflects reasoning at the single principles order, it can also
be employed to describe a relationship between elements (second-order abstrac-
tions) of a single system (third-order abstraction) at the abstract systems order.
All lexical items like social system and interrelated that we thought could be
available earlier than the single principles order were moved to the abstract sys-
tems list. Lexical items that we considered unlikely to be employed at an earlier
complexity order remained in the single principles list. We then repeated the
process with the abstract systems, abstract mappings, single abstractions, repre-
sentational systems, representational mappings, single representations, and sen-
sorimotor systems lists, respectively. The entire process was repeated three
times, to refine our selections.

We then employed the thesaurus in Webster’s New Universal Unabridged Dic-
tionary (1983) to identify synonyms and antonyms of words already in each of the
lists. In this way, we expanded the generality of the lists by incorporating a variety
of lexical items for many concepts. Following this process, the lists were once
again subjected to the scoring process. The final result was a set of eight abstrac-
tion indexes, one for each complexity order from sensorimotor systems to single
principles. The indexes were composed of 788; 1,771; 1,213; 651; 2,539; 8,140;
13,754; and 5,107 lexical items, respectively. The numbers of words in these lists
suggest that, overall, larger vocabularies are associated with higher complexity or-
ders. However, this trend may also, to some extent, reflect sample distribution. The
lower complexity orders were less populated than the higher orders, which may
have led to the construction of less complete, and therefore shorter, lists for those
orders. Future work will address this issue. Appendix C provides some examples
of lexical items from the eight abstraction indexes.

Finally, we calculated the density in vocabulary of lexical items from each of
the abstraction indexes, for both training cases and test cases. In other words, we
counted the number of items from a given index that were found in a particular
performance, divided this by the total number of lexical items in the perfor-
mance, and multiplied the result by 100. The performance of hypothetical case
01, for example, has a vocabulary of 250 lexical items. Thirty of these are on the
abstract mappings list. The density of abstract mappings items in this perfor-
mance is therefore 12%. The final result of this set of calculations is a set of
eight densities for each case, plus the mean length of the vocabulary (mean word
length) for each case.
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RESULTS

The use of mean word length as a scoring criterion is justified by the strong correla-
tion between mean word length and complexity order (r = .85, n = 1,014). Table 8
shows the relationship between mean word length and complexity order for the en-
tire sample. (There is no difference between the correlations between mean word
length and complexity order for the training or test samples and the sample as a
whole.) As can be seen from Table 8, the relationship between mean word length and
complexity order is nonlinear. In fact, this relationship is best described by a qua-
dratic function. Whereas the r2 for the linear relationship is .73, the r2 for the qua-
dratic relationship is .82. This means that mean word length increases somewhat
moresharplyat thehighercomplexityorders thanat the lowercomplexityorders.

The densities of lexical items from each of the abstraction indexes were calcu-
lated for the vocabulary of each respondent, to examine their distributions by com-
plexity order. Figures 1 through 8 show these distributions for the entire sample,
including both test and training cases. (Either the training sample or the test sample
could have been used in place of the entire sample; The basic relationships are vir-
tually identical.) These figures suggest that lexical items from abstraction indexes
representing a complexity order higher than that of a given performance are un-
likely to appear in that performance at all. Moreover, they suggest that the density
of lexical items from a given index increases for several complexity orders after
items from the index first appear, stabilizes for a time, and—in the case of
sensorimotor systems and single representations—finally declines. Overall, these
patterns suggest that a performance at a given complexity order should be associ-
ated with a particular density pattern. For example, a likely density profile for a
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TABLE 8
Mean Word Length by Complexity Order

Abbreviation
Mean Word

Length
Standard Error

of Mean SD

SS 4.3999 .1077 .3232
SR 4.3609 .0376 .3005
RM 4.4945 .0253 .2645
RS 4.5084 .0230 .1838
SA 4.7793 .0216 .2497
AM 5.2548 .0214 .3275
AS 5.8198 .0223 .3704
SP 6.4152 .0363 .4040

Note. SS = sensorimotor systems; SR = single representations; RM = representational mappings;
RS = representational systems; SA = single abstractions; AM = abstract mappings; AS = abstract sys-
tems; SP = single principles.
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FIGURE 1 Mean percentage vocabulary from the sensorimotor systems index by complexity
order.

FIGURE 2 Mean percentage vocabulary from the single representations index by complexity
order.
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FIGURE 3 Mean percentage vocabulary from the representational mappings index by com-
plexity order.

FIGURE 4 Mean percentage vocabulary from the representational systems index by com-
plexity order.
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FIGURE 5 Mean percentage vocabulary from the single abstractions index by complexity
order.

FIGURE 6 Mean percentage vocabulary from the abstract mappings index by complexity
order.
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FIGURE 7 Mean percentage vocabulary from the abstract systems index by complexity
order.

FIGURE 8 Mean percentage vocabulary from the single principles index by complexity
order.



performance at the abstract mappings order would be 40%, 23%, 8%, 4.5%, 8%,
6%, 0%, and 0% for the sensorimotor systems, single representations, representa-
tional mappings, representational systems, single abstractions, abstract mappings,
abstract systems, and single principles indexes, respectively.

To test the systematicity of these patterns, a discriminant analysis was run in
Sxxxxxx Pxxxxxx Sxxxxxx Sxxxxxx on the 507 training cases only. Mean word
length and the eight abstraction index densities were entered as variables, and 22
complexity order levels were entered as groups. Priors were set to SIZE (compute
from group sizes) rather than EQUAL (equal group sizes), because earlier research
suggested that the distribution of complexity order transitional phases is unequal in
the population, with more individuals in consolidated phases than in transitional
phases, and this is the distribution represented in our sample (Dawson, 1998;
Dawson, Commons, & Wilson, 2003). Moreover, setting priors to SIZE produces
predictions that more closely match human ratings. Predicted complexity order
values were calculated, and the classification rule from the discriminant analysis
was saved. The Pearson correlation coefficient between the predicted values and
human-awarded complexity orders was .99, similar to the correlation between
scores awarded by different human raters. Kendall’s tau was .93, indicating that the
predicted scores reliably reproduced the human ratings. Overall, discriminant
function predictions agreed with human ratings within one-third of a complexity
order 87% of the time. This agreement rate is solidly within the range of human
interrater agreement.

Testing the Classification Rule

At this point, we tested the saved classification rule on the 507 test cases by import-
ing the saved discriminant matrix from the initial analysis. In this case, the correla-
tion between the predicted values and human-awarded complexity orders was .98,
similar to the correlation between scores awarded by different human raters. Kend-
all’s tau was .90, indicating that the classification rule from the earlier discriminant
analysis reliably reproduced the human ratings in the test condition. Overall, the
discriminant function predictions agreed with human ratings within one-third of a
complexity order 81% of the time. This agreement rate is solidly within the range
of human interrater agreement. When the two lowest complexity orders
(sensorimotor systems and single representations), for which there were few data
for estimation, were eliminated from the analysis, the discriminant function pro-
vided accurate predictions within one-third of a complexity order 83% of the time.
These agreement rates meet or exceed human interrater reliabilities and agreement
rates generally reported in the cognitive-developmental literature (Armon, 1984;
Colby & Kohlberg, 1987a; Kitchener & King, 1990).

Table 9 provides a more detailed breakdown of the relationship between com-
plexity order and the values predicted by the discriminant function. The rates of
agreement (hit rates) within one-third of a complexity order are highlighted in bold
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type. From the single representations complexity order to the abstract systems
complexity order, these hit rates were greater than 80%. The lower rate of agree-
ment at the single representations complexity order can be explained by the lack of
data for estimation at that level. The reason for the lower rate of agreement at the
single principles complexity order is less clear.

DISCUSSION

We have shown that the construct of hierarchical order of abstraction can provide
the basis for accurate and reliable computerized developmental assessments. The
classification rule, generated from a discriminant analysis of a set of training cases,
reproduced human ratings on the test cases with a high degree of accuracy—within
the range of human interrater agreement. These results suggest that, for the first
time, large-scale, objective developmental assessments of text performances are
feasible. This is a major advance for developmental psychology. Moreover, the
construct of hierarchical order of abstraction suggests a new, theory-based ap-
proach to the study of lexical acquisition.

As far as we know, this is the first time that principles from a strong develop-
mental theory have been employed to inform the construction of a reliable and
accurate computerized scoring system. (A fully automated system is currently
being tested.) Other approaches to the assessment of texts rest largely on empiri-
cal evidence without clear grounding in a psychological theory of development.
One such approach is based on quantifiable differences between texts assigned
to different levels by human raters employing multidimensional scoring rubrics
(Page, 1994). Another is based on word frequency and sentence length (Stenner,
1997). A third is based on a computationally sophisticated assessment of empiri-
cal relationships between word pairs (Landauer & Dumais, 1997). We argue
that, as sophisticated as these scoring systems may be, they do not provide satis-
fying accounts of the developmental processes that underlie the sequences they
specify. Based on our knowledge of these systems, we strongly suspect that hier-
archical complexity is the primary latent dimension underlying all of them. We
are eager to test this hypothesis.

Although the principle on which the LAAS is based is general and should apply
to a wide range of texts, broader application of the LAAS will require further re-
search. The abstraction indexes will, no doubt, require further adjustments. They
still do an imperfect job of accurately reflecting hierarchical order of abstraction.
There is some indication, for example, that the lists can be improved by eliminat-
ing some types of lexical items. We have already eliminated concrete nouns, and
are considering the possibility of excluding some types of words that can be em-
ployed as nouns, because their appearance is less predictive of complexity order
than other word forms. For example, the word responsibility can be employed at
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the representational mappings order to mean “job,” whereas its root word, respon-
sible, refers to notions of causality, personal conduct, or obligation that are not
available before the single abstractions order. Ultimately, the lists not only should
accurately reflect hierarchical order of abstraction, but also should include only
those lexical items that are of value in assessing the hierarchical complexity of
texts.

In addition to conducting further work on the abstraction indexes, we are testing
the classification rule produced from the discriminant analysis on additional sam-
ples of interviews. We have employed this classification rule to score (a) a set of
146 adolescent interviews about peer relations, (b) a set of 40 essays on the nature
of truth and knowledge written by returning adult college freshmen, (c) a set of 101
literary essays written by traditional-aged college freshmen, (d) a small selection
of clinical psychology students’ case evaluations, (e) 149 epistemology interviews
(Dawson, in press-a), and (f) a sample of 60 interviews investigating the develop-
ment of conceptions of flow (Jackson, 2003). Results suggest that the classifica-
tions work well across all of these data sources, approximating human ratings well
(within one-third of a complexity order).

Another objective is to demonstrate the utility of the LAAS as an assessment
system. Several applications suggest themselves. First, the LAAS may be useful as
an indicator of readiness for some kinds of learning. For example, it is well docu-
mented that vocabulary and developmental achievement are predictors of the ease
with which children learn to read (Cannella, 1980; Shinn-Strieker, House, &
Klink, 1989; Spencer, 1986; Sterner & McCallum, 1988). It is quite possible that
an evaluation of the hierarchical complexity of children’s verbal reasoning will
prove to be a good predictor of reading readiness. If this is the case, the LAAS
could possibly be employed as part of an evaluation of reading readiness. It could
also be used to estimate the cognitive demands of the texts employed in reading
programs. Employing the same assessments to evaluate students and texts should
simplify the task of selecting appropriate texts for individual readers.

A second potential application of the LAAS is in program assessment. Many
primary, secondary, and college programs have set developmental objectives for
their students. Developmental measures like Kohlberg’s (Colby & Kohlberg,
1987b) Standard Issue Scoring System, and Kitchener and King’s (1990) Reflec-
tive Judgment instrument have frequently been employed to assess developmental
interventions (Higgins, 1991; Sakalys, 1984) but are impractical for large-scale as-
sessments. The LAAS can reasonably be employed to assess the ongoing intellec-
tual development of large numbers of students, providing evidence of the efficacy
of program objectives. We are currently piloting this type of application for the
LAAS.

A third potential application of the LAAS is in the college entrance process.
Given the high correspondence between educational attainment and the hierarchi-
cal complexity of reasoning (Dawson, Commons, & Wilson, 2003), as well as the
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documented relationship between academic success and cognitive development
(Campbell & Ramey, 1990; Endler & Bond, 2001; Jones, 1995; Shayer, 1996;
Wood, Sher, & Bartholow, 2002), we anticipate finding an association between ac-
ademic success and performance on the LAAS. The written work of high school
seniors can be evaluated for its hierarchical complexity, and these evaluations can
be employed as additional information about students’academic qualifications. To
explore this application of the LAAS, we are presently examining the relationship
between LAAS classifications of the essays of a group of high school students and
their later performance at university. There are numerous other potential applica-
tions for the LAAS.

By examining interview data from the perspectives of both hierarchical com-
plexity and linguistic content as suggested in Overton’s (1998) framework for a re-
lational methodology, we discovered an important systematic relation between
lexical acquisition and cognitive development. This has provided a new insight
into their interrelationship, as well as a novel instrument for the measurement of
developmental change. In several ways, the LAAS is a first. It is the first develop-
mentally based computerized assessment system for texts; it is the first computer-
ized developmental assessment system that measures development along a single
trait from early childhood through adulthood; and it represents the first application
of the hierarchical order of abstraction construct to real-world assessment. The po-
tential applications of a practical, generalized developmental assessment system
are numerous. The LAAS promises not only to make it possible to conduct
large-scale developmental assessments for practical applications, but also to allow
researchers to address fundamental questions about developmental processes that
were heretofore impractical to consider.
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APPENDIX A
The Sensorimotor Systems to Single Principles

Complexity Orders

The complexity order of a verbal performance is reflected in two interrelated as-
pects of its structure. First, there is a hierarchical complexity of performance asso-
ciated with the hierarchical order of abstraction of concepts at that complexity or-
der. Second, there is a hierarchical complexity of performance associated with the
most complex logical structure exhibited at the complexity order, which is observ-
able in the organization of its conceptual content. Here, the conceptual and logical
organization of complexity orders 5 through 12 are described (the complexity or-
ders identified in our sample). In these descriptions we primarily employ examples
from responses to the Joe dilemma (from Form A of Kohlberg’s Standard Issue
Scoring System, Colby & Kohlberg, 1987b):

Joe is a 14-year-old boy who wanted to go to camp very much. His father
promised him he could go if he saved the money for himself. So Joe worked
hard at his paper route and saved up the $100 it cost to go to camp and a little
more besides. But just before camp was going to start, his father changed his
mind. Some of his friends decided to go on a special fishing trip, and Joe’s
father was short of the money it would cost. So he told Joe to give him the
money he had saved from the paper route. Joe didn’t want to give up going to
camp, so he thinks he might not give his father the money.

At the sensorimotor systems complexity order, the new concepts are referred to
as symbolic systems. These coordinate second-order symbolic sets (the concepts
of the previous complexity order). In responses to the Joe dilemma, for example,
the concept of swimming coordinates the idea of being in the water with making
certain kinds of movements, and the concept of painting coordinates the idea of
making marks on paper with the particular tools and products involved in painting
(vs. drawing, for example). The most complex logical structure of this complexity
order is multivariate, identifying multiple aspects of symbolic sets, as in “Mommy,
I painting. I put red paint on wall with brush,” which describes the painting system.
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At the single representations complexity order, the new concepts are referred to
as first-order representational sets. These coordinate sensorimotor systems. In re-
sponses to the Joe dilemma, for example, the concept of camping coordinates ac-
tivities like swimming, sleeping in a tent, and painting, and the concept of a paper
route coordinates activities like riding a bike, delivering papers, and receiving
money. The most complex logical structure of this complexity order is definitional,
identifying one aspect of a single representation, as in “Camping is fun,” in which
fun is an aspect of camp.

At the representational mappings complexity order, the new concepts are re-
ferred to as second-order representational sets. They coordinate or modify repre-
sentational sets (the concepts constructed at the single representations order). The
very popular representational mappings order concept of having favorites, for ex-
ample, can be employed to rank camping and fishing. “Camping is my favorite,
and fishing is my next favorite.” Concepts like being mean, keeping a promise,
changing one’s mind, and sharing also become common at this complexity order.
“[Joe’s father] is just being mean, he is taking the money away from his kids.” The
most complex logical structure of this complexity order is linear, coordinating one
aspect of two or more representations, as in “If you do not do what your father tells
you to do, he will get really mad at you,” in which doing what your father says and
not doing what your father says are coordinated by his anticipated reaction.

At the representational systems complexity order, the new concepts are
third-order representational sets. These coordinate elements of representational
systems. For example, the concept of trust, articulated for the first time at the rep-
resentational systems order, can be used to describe the system of interactions be-
tween Joe and his father. “Joe trusted [his Dad] that he could go to the camp if he
saved enough money, and then his father just breaks it and the promise is very im-
portant.” Concepts like to turn against, to blame, to believe, and being fair are also
infrequently observed before this complexity order. “[If you break a promise] they
will not like you anymore, and your friends will turn against you.” The most com-
plex logical structure of this complexity order is multivariate, coordinating multi-
ple aspects of two or more representations, as in, “If Joe’s Dad says Joe can go to
camp, then he says he can’t go to camp, that’s not fair because Joe worked hard and
then his Dad changed his mind,” in which two conflicting representations of Dad’s
authority are evaluated in terms of his changed mind and Joe’s hard work.

At the single abstractions complexity order, the new concepts are referred to as
first-order abstractions. These coordinate representational systems. For example,
the concept of trustworthiness, articulated for the first time at this complexity or-
der, defines those qualities that make a person trustworthy rather than describing a
particular situation in which trust is felt or not felt. It is composed of qualities that
produce trust, such as telling the truth, keeping secrets, and keeping promises. “It’s
always nice … to be trustworthy. Because then, if [someone has] a secret, they can
come and talk to you.” Concepts like kindness, keeping your word, respect, and
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guilt are also rare before the single abstractions order. “If you don’t do something
you promise, you’ll feel really guilty.” The most complex logical structure of this
complexity order identifies one aspect of a single abstraction, as in “Making a
promise is giving your word,” in which giving one’s word is an aspect of a promise.

At the abstract mappings complexity order, the new concepts are referred to as
second-order abstractions. These coordinate or modify single abstractions. For ex-
ample, the abstract mappings order concept basis can be employed to coordinate
the elements essential to a good relationship. “To me, [trust and respect are] the ba-
sis of a relationship, and without them you really don’t have one.” Concepts like
coming to an agreement, making a commitment, building trust, and compromise
are also rare before the abstract mappings order. “I think [Joe and his father] could
come to an agreement or compromise that they are both comfortable with.” The
most complex logical structure of this complexity order coordinates one aspect of
two or more abstractions, as in “Joe has a right to go to camp because his father
said he could go if he saved up the money, and Joe lived up to his commitment.”
Here, Joe’s fulfillment of his father’s conditions determines whether Joe has a right
or does not have a right to go to camp.

At the abstract systems complexity order, the new concepts are referred to as
third-order abstractions. These coordinate elements of abstract systems. For exam-
ple, the concept of personal integrity, which is rare before the abstract systems or-
der, refers to the coordination of and adherence to notions of fairness, trustworthi-
ness, honesty, preservation of the golden rule, etc. in one’s actions. “[You should
keep your word] for your own integrity. For your own self-worth, really. Just to al-
ways be the kind of person that you would want to be dealing with.” Concepts like
verbal contract, moral commitment, functional, development, social structure, and
foundation are also uncommon before the abstract systems order. “A promise is the
verbal contract, the moral commitment that the father made to his son. It is the only
way for the child to … develop his moral thinking—from watching his parent’s
moral attitude.” The most complex logical structure of this complexity order coor-
dinates multiple aspects of two or more abstractions. “Following through with his
commitment and actually experiencing camp combine to promote Joe’s growth
and development, not just physically, but psychologically, emotionally, and spiri-
tually.” Here multiple facets of Joe’s personal development are promoted when he
both keeps his commitment and accomplishes his goal.

At the single principles/axioms complexity order, the new concepts are referred
to as first-order principles. These coordinate abstract systems. The notion of the so-
cial contract (as it is constructed at this order), for example, results from the coordi-
nation of human interests (where individual human beings are treated as systems).
“Everybody wants to be treated equally and have a sense of fair play. Because this is
so, we have an obligation to one another to enter into a social contract that optimizes
equality and fairness.” Concepts like autonomy, fair play, heteronomy, higher order
principle, and philosophical principle are rare before the single principles order.
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“The only time we’re justified in breaking the social contract is when a higher princi-
ple, such as the right to life, intervenes.” The most complex logical structure of this
complexity order identifies one aspect of a principle or axiom coordinating systems,
as in “Contracts are articulations of a unique human quality, mutual trust, which co-
ordinates human relations.” Here, contracts are seen as the instantiation of a broader
principle coordinating human interactions.

APPENDIX B
Scoring With the Hierarchical Complexity Scoring System

Scoring with the Hierarchical Complexity Scoring System involves identifying the
hierarchical order of abstraction and logical structure of a text. The simplest way to
demonstrate how these two constructs work together is by representing texts as
concept maps, in which the elements of arguments can be seen in relation to one
another. Here, we provide maps of four different conceptions of contract/promise,
representing single abstractions, abstract mappings, abstract systems, and single
principles constructions.

Single Abstractions

Figure B1 portrays a visual representation, in the form of a concept map, of a
54-year-old3 respondent’s argument about why promises should be kept. The re-
spondent argues that a person should keep a promise because keeping promises is
“the right thing to do.” When probed, the respondent comes up with three separate
(uncoordinated) reasons for keeping promises: because people expect promises to
be kept, because “people will trust you” if you keep a promise, and because “you
might feel guilty if you break a promise.” All three of these reasons for keeping
promises are considered to be first-order abstractions, because they extract general
abstract notions by coordinating concepts that appear for the first time at the repre-
sentational systems order (Dawson & Gabrielian, 2003). Keeping promises will
create trust, in general; people, in general, have expectations when promises are
made; and breaking promises can produce negative emotional consequences, in
general, for the promise breaker. It is important to keep in mind that the particular
concepts expressed by a respondent are important only to the extent that they em-
body a particular hierarchical order of abstraction. A rater must “look through” the
meaning of a particular conceptual element to abstract its hierarchical order of ab-
straction.
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Abstract Mappings

Figure B2 provides a map of the performance of a 58-year-old male, who provides
three reasons for keeping promises. There are two mappings in this performance.
The first is the assertion that “broken promises can harm relationships, because
they cause pain and reduce trust.” This mapping coordinates two abstract conse-
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quences of promise-breaking into the general notion that broken promises do harm
to relationships. The second is the assertion that keeping promises makes it possi-
ble for people to “depend on one another.” This mapping coordinates the perspec-
tives of at least two individuals to form the notion that keeping promises produces
mutual benefits. Note how this idea builds on the single abstractions notion that
people will trust you if you keep promises.

Abstract Systems

Figure B3 provides a map of the performance of a 51-year-old female. The respon-
dent describes a system in which promise-keeping is both obligatory and some-
times impossible, “due to unforeseen circumstances.” The reason for keeping
promises is that one must stand by one’s commitments. Doing so not only pre-
serves one’s personal integrity, but also builds a sense of trust, “which keeps soci-
ety functioning.” The notion of standing by one’s commitments, the idea that doing
so preserves one’s integrity, the argument that the sense of trust built through
promise-keeping keeps society functioning, and the notion of unforeseen circum-
stances are all examples of second-order abstractions. Note how the notion that the
trust built from promise-keeping keeps society functioning (even in the presence of
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the effects of unforeseen circumstances) builds on the abstract mappings idea that
keeping promises makes it possible for people to depend on one another.

Single Principles

Figure B4 presents a map of the performance of a 57-year-old male. Here, “mutual
trust” is employed as a single principle supporting an argument for keeping prom-
ises. The rationale for employing this principle is that “most social conventions”
and “all moral principles” are based on trust. Both “all moral principles” and “most
social conventions” are third-order abstractions. Note how this single principles ar-
gument builds on the abstract systems notion that trust keeps society functioning.
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